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Abstract

The integrated-planar solid oxide fuel cell (IP-SOFC) consists of ceramic modules which have electrochemical cells
printed on the outer surfaces. The cathodes are the outermost layer of each cell and are supplied with oxygen from air
flowing over the outside of each module. The anodes are in direct contact with the ceramic structure and are supplied
with fuel from internal gas channels. An IP-SOFC power plant will contain many modules closely packed together in an
array inside a pressure vessel. The air flow is also used to cool the modules. This paper describes a three-dimensional
numerical method for simulating the air flow. It uses an explicit time-marching scheme that incorporates a precondi-
tioning method to increase the rate of numerical convergence at low flow velocities. The numerical method is used
to simulate the air flow through an array of IP-SOFC modules. The scheme is straightforward to implement and
can predict the recirculating flows existing between the modules within an array. The calculation procedure is used
to investigate the effect of different sized gaps between modules on the local heat and mass transfer coefficients. The
results show the effect of the module arrangement on the flow field and how increasing the gap between modules
improves the heat and mass transfer at the module surfaces.
� 2005 Elsevier Ltd. All rights reserved.

Keywords: SOFC; Air flow; Simulation; Mass transfer; Heat transfer; Low Mach number
1. Introduction

The solid oxide fuel cell (SOFC) represents a new
alternative to conventional methods of power genera-
tion as electric power is generated directly from the elec-
trochemical oxidation of the fuel. The SOFC has several
advantages over conventional systems including zero
emissions of nitrogen and sulphur oxides. It also has a
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very high cycle efficiency when combined with a gas
turbine.
The overall reaction that takes place within a fuel cell

is the electrochemical oxidation of hydrogen

H2 þ
1

2
O2 ! H2O ð1Þ

The fuel and oxidant are separated by a semi-permeable
solid electrolyte that can only transport oxygen ions.
The overall electrochemical reaction can be decomposed
into two half cell reactions as shown in Fig. 1. O2 gas
diffuses through the cathode and the electrochemical
reaction,
ed.
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Fig. 1. Gas and ion transport and electrochemical reactions in
an IP-SOFC.

Nomenclature

cp constant pressure specific heat capacity
D binary diffusion coefficient
e specific energy
g mass flux vector
G total mass flux vector
h specific enthalpy
L computational domain dimension
M module dimension
n number of species
p pressure
q heat flux vector
R specific gas constant
S air gap dimension
s surface area vector
t time
T temperature
U velocity vector

V volume
X mole fraction
Y mass fraction

Greek symbols

k thermal conductivity
l dynamic viscosity
q density

Subscripts

i component species i

m mixed-mean
n vector component normal to a surface
0 stagnation
ref reference value
cell cell-centred
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2
O2 þ 2e� ! O2� ð2Þ

occurs at, or near, the cathode–electrolyte interface. The
O2� ions migrate across the electrolyte while H2 gas dif-
fuses through the anode layers. The electrochemical
reactions

H2 ! 2Hþ þ 2e� ð3Þ
2Hþ þO2� ! H2O ð4Þ

occur at, or near, the anode–electrolyte interface and the
reaction product H2O diffuses back into the fuel chan-
nel. The solid oxide electrolyte material can only trans-
port oxygen ions at high temperatures (>1073 K).
However, material degradation can occur if the temper-
ature increases beyond the operating limits and cooling
of the cells is therefore of critical importance. This is
achieved by heat transfer to the air flowing over the
cathode.
The integrated-planar solid oxide fuel cell (IP-SOFC)

is a recent design, pioneered by Rolls-Royce [1], which is
currently creating great interest in the fuel cell commu-
nity. As shown in Fig. 2 the electrochemical cells of an
IP-SOFC are fabricated on the outside of the ceramic
module material. The anodes are printed directly onto
the module surface and are supplied with fuel from the
internal gas channels. The cathode is the outermost layer
of each cell and is supplied with oxygen from the air
flowing over the outside of the module. The air flow also
provides forced convection cooling. The performance of
each electrochemical cell depends both on its temper-
ature and the partial pressure of oxygen at the cathode
surface. Hence, it is important to be able to predict these
properties within the flow field.
For the purposes of this study, the IP-SOFC modules

are treated as flat plates with heat and mass flux bound-
ary conditions on their surfaces. This is acceptable be-
cause the electrochemical cells are very thin and the air
flow is laminar. Analytical solutions exist for developing
thermal and diffusion boundary layers on flat plates with
constant heat and mass flux boundary conditions [2].
The boundary layers thicken as the flow develops within
the air channel and eventually become fully-developed.
The heat and mass transfer coefficients are infinite at
the leading edges of the plates and decrease rapidly to-
ward constant fully-developed values. The analysis also
shows that for gases such as air (where the Prandtl
and Schmidt numbers are nearly of equal magnitude)
an analogy can be made between heat and mass transfer
because the thermal and diffusion boundary layers exhi-
bit very similar behaviour.



Fig. 2. The Rolls-Royce IP-SOFC, schematic diagram of a module. The electrochemical cells are printed on both sides of the ceramic
structure.

Fig. 3. Schematic diagram of an array of bundles of modules.
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An IP-SOFC power system will consist of a pressure
vessel, inside which are closely packed modules arranged
in groups or �bundles�. Fig. 3 shows a cross-section
through an array of bundles in the x–y plane. Air will
be blown in the x-direction through the gaps (Sy) be-
tween modules within a bundle and will flow from one
bundle to the next via the gaps (Sx) between bundles.
It is assumed that there are no gaps between bundles
or modules in the z-direction and hence the geometry
is two-dimensional. There is a large body of work on
the design of heat exchangers and cooling fins that con-
sist of arrays of flat plates similar to Fig. 3 [3–7]. Heat
transfer can be improved by increasing the flow rate of
the cooling fluid or by altering the arrangement of the
plates. The gaps between plates in the flow direction
(Sx) serve to break up the boundary layers leading to im-
proved heat transfer at the leading edge of each succes-
sive plate. There are several Reynolds numbers Re that
characterise the air flow regime through an array of flat
plates. They have the general form

Red ¼
qUmd

l

where Um is the mean air velocity between the parallel
plates, q is the density of the gas, l is the dynamic vis-
cosity and d is the characteristic length. The Reynolds
number ReS is based on a characteristic length of 2Sy,
the hydraulic diameter of two plates with a separation
of Sy. The Reynolds number ReM uses a characteristic
length of My/2, the half-thickness of a module in the
y-direction. For the operating conditions and geometry
considered in this study, ReS � 100 and ReM � 50. At
low values of ReS and ReM the air flow is expected to
be steady and laminar. As Reynolds number increases
the flow regime can become unsteady and three-dimen-
sional behaviour can exist despite the two-dimensional
nature of the geometry. Zhang et al. [7] investigated
the air flow through an array of flat plates using both
steady and unsteady numerical simulations at different
values of Reynolds number (ReZh, described in the
study). The results obtained agreed well with experimen-
tal data and showed that the flow regime remained
steady and two-dimensional for ReZh 6 350 (ReZh 6 100
for the operating conditions and geometry used in
this study). The onset of three-dimensional flow behav-
iour was found to occur only once the flow had become
unsteady. Zhang et al. [7] also showed that the
steady flows were symmetric about the x-axis of each
plate and accurate results could be obtained from a com-
putational domain halved in size along this line of
symmetry.
This paper describes a three-dimensional numerical

method used to predict the behaviour of the steady
laminar air flow over the outside of IP-SOFC modules
arranged in an array. Although not discussed here,
the numerical method is also suitable for the simulation
of the fuel flow inside the modules where large changes
in gas composition and temperature occur due to
chemical reaction and diffusion [8]. There are many
different approaches to the numerical solution of the
Navier–Stokes equations. This paper is concerned with
an explicit time-marching method, where time is a



Fig. 4. Cross-section showing the computational domain.
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pseudo-variable used to facilitate convergence to a stea-
dy-state solution.
Explicit time-marching methods for compressible

flows are straightforward to implement and converge
rapidly to the steady-state solution at high Mach num-
bers. However, at IP-SOFC operating conditions, the
mean air velocity over an array of modules is expected
to be around 2.5 m s�1 which equates to a Mach number
of 0.004. Air behaves almost incompressibly at such a
low Mach number and this can present problems for a
numerical solution method. At low Mach numbers the
convective speed is much smaller than the acoustic speed
and hence the convective part of the solution requires
much larger time steps than the acoustic part to con-
verge quickly. The allowable stable time step is dictated
by the maximum speed at which information can travel
through the flow field, i.e. by the acoustic speed. Hence,
the stable time steps are too small for the convective part
of the solution to converge quickly at low Mach num-
bers. Several numerical methods have been developed
to address this problem [9–14]. One attractive approach
is to solve the compressible flow equations with precon-
ditioned time derivatives. Weiss and Smith [11] multi-
plied the time derivatives by a preconditioning matrix
which forced the acoustic and convective speeds to be
of the same order of magnitude and the convergence
times using this method were found to be independent
of Mach number. An alternative approach is to assume
the gas flow is incompressible and to vary density or
pressure artificially with time thus providing �pseudo-
compressibility�. Kwak and Chakravarthy [14] used
this method to predict various three-dimensional flow
fields.
This paper describes a numerical scheme which uses a

simplified version of the �preconditioning� method and is
suitable for simulating the IP-SOFC flow fields de-
scribed above. The results are validated against several
test cases and an investigation into the effects of �bundle
geometry� is also described.
2. The physical model

2.1. General description

Fig. 2 shows the geometry of one end of an IP-SOFC
module. A module has up to 20 cells printed on the top
and bottom faces, covering roughly half the available
surface area. For the purposes of this study, it is as-
sumed that there is one large cell covering the whole
of the top and bottom faces and the boundary condi-
tions on the module surface are adjusted accordingly.
The modules are assumed to be arranged in an array
that repeats infinitely in all directions (see Fig. 3). The
module outer dimensions used for this study are
Mx = 60 mm in the x-direction, My = 6 mm in the y-
direction and Mz = 400 mm in the z-direction. In this
study the air gap between modules Sy is fixed at 3 mm
and the gap between bundles Sx is varied from 5 mm
to 25 mm. The mean velocity of the air flow between
modules is fixed at 2.5 m s�1. Fig. 4 shows a cross-sec-
tion showing the computational domain in an x–y plane
located at z =Mz/2 and the coordinate system used
throughout this paper. The size of the domain is reduced
to the smallest repeating unit that describes the geome-
try by using the lines of symmetry that exist, including
the x-axis of each plate. The computational domain
has a varying dimension Lx in the x-direction,
Ly = 4.5 mm in the y-direction and Lz = 400 mm in the
z-direction.

2.2. Boundary conditions

Adiabatic slip boundary conditions are applied to the
domain boundaries which lie on the horizontal lines of
symmetry and to the domain side walls (z = 0 and
z = Lz boundaries, not shown). The inlet boundary is
set using the distribution of gas properties at the outlet
boundary which has been adjusted to have the specified
mean inlet values of stagnation pressure p0,m, stagnation
temperature T0,m and component gas mole fractions
Xi,m. A value of static pressure p is specified at the outlet
boundary to give the desired mean velocity through the
domain. The electrochemical cells are accounted for by
specifying appropriate heat and mass flux boundary
conditions at the top face of the module (y = 0). The
front and back faces of the module (x = Sx/2,
x = �Sx/2) have no electrochemical cells printed on
them and so there is a zero mass flux boundary condi-
tion. However, the front and back faces are not adia-
batic because the module conducts heat. Therefore, it
is assumed that the temperatures of the front and back
faces are fixed at the temperatures of the adjacent edges
of the top face. A no-slip boundary condition is applied
to all the module faces.
The electric current density in each cell is assumed to

be uniform at 300 mA cm�2 and hence a value of
150 mA cm�2 is used for the entire module surface.



Table 1
Boundary conditions

Location Boundary condition

y = 0 (module top surface) Gy;O2 ¼ �0:109 g s�1 m�2

Gy;N2 ¼ 0:0
qy = 625 W m�2

x = �Sx/2 (module back wall) Gx = 0.0
T(x, y) = T(x, 0)

x = Sx/2 (module front wall) Gx = 0.0
T(x, y) = T(x, 0)

y = Sy/2 (channel centreline) Gy = 0.0
qy = 0.0

z = 0, z = Lz (domain end walls) Gz = 0.0
qz = 0.0

x = �Lx/2 (inlet) p0,m = 100000 Pa
T0,m = 1123 K
XN2 ;m ¼ 0:79
XO2 ;m ¼ 0:21

x = Lx/2 (outlet) p = 99990 Pa
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The corresponding rate of oxygen consumption at the
cathode surface can then be deduced from Eq. (2). The
heat flux from the module surface is set to 625 W m�2

which represents a typical heat production of 30 W per
module. The gas composition fixed at the inlet is an
oxygen/nitrogen mixture representative of air. The
heat fluxes and total mass fluxes normal to the boundary
surfaces (qn, Gn,i) and the inlet and outlet boundary
conditions used for the simulation are all given in
Table 1.
3. The governing equations

The equations presented here are for an unsteady
three-dimensional, low Mach-number, compressible
flow.

3.1. Conservation of momentum

An equation can be written for the conservation
of momentum in each direction, shown here in the
x-direction,

oqUx

ot
þ oqUxUx

ox
þ oqUyUx

oy
þ oqUzUx

oz

� �

¼ � op
ox

þ osxx
ox

þ osxy
oy

þ osxz
oz

� �
ð5Þ

where q is the density of the gas mixture, Ux is the com-
ponent of the velocity vector U in the x-direction and p

is the pressure. The shear stresses sxx, sxy and sxz are
given by
sxx ¼ 2l
oUx

ox
� 2
3
l

oUx

ox
þ oUy

oy
þ oUz

oz

� �
ð6Þ

sxy ¼ l
oUy

ox
þ oUx

oy

� �
ð7Þ

sxz ¼ l
oUx

oz
þ oUz

ox

� �
ð8Þ

where l is the dynamic viscosity of the gas. The transi-
tion to a natural convection dominated flow regime oc-
curs if the Grashof number (Gr) is much greater than the
smallest Reynolds number squared, Re2M . In this study
Gr is defined as

Gr ¼
gDTq2 2Sy

� �3
Tl2

ð9Þ

where g is the acceleration due to gravity and T is the
temperature of the gas. If the value of temperature dif-
ference DT is chosen to represent the most favourable
conditions for promoting natural convection, the maxi-
mum value of Gr=Re2M is about 0.01. Therefore, it can
be assumed that forced convection will dominate and a
buoyancy term is not included in Eq. (5).

3.2. Conservation of species

A conservation equation can be written for each of
the two gas species

oqi

ot
þr 	Gi ¼ 0 ð10Þ

where qi is the density of species i. The total flux vector
of the ith species Gi is the sum of the convection and dif-
fusion fluxes

Gi ¼ qiUþ gi ð11Þ

where the mass-averaged velocity U is the velocity calcu-
lated from the momentum equations (5) and gi is the
diffusion mass flux relative to the mass-averaged veloc-
ity. For a binary system, the diffusion mass fluxes can
be calculated in a straightforward manner by the
expression

gi ¼ �qDrY i ð12Þ

where Yi is the mass fraction of species i and D is the
binary diffusion coefficient of a mixture of O2 and N2.
3.3. Conservation of energy

The equation describing the conservation of energy
is,

oðqeÞ
ot

¼ �r 	 qU hþ 1
2
U2

� �� �
þr 	 ðkrT Þ

� r 	
Xn
i¼1

gihi

 !
ð13Þ
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where e is the specific energy, h is the specific enthalpy
and k is the thermal conductivity, all of the gas mixture.
The final term on the right represents the enthalpy flux
due to diffusion. hi is the partial enthalpy of the ith spe-
cies and is calculated from

hi ¼
Z T

T d

cpiðT

ÞdT 
 ð14Þ

where Td = 298.15 K, the datum temperature. Eq. (14)
holds because the enthalpy of formation at 298.15 K
of both O2 and N2 is zero. The specific enthalpy of the
gas h is then given by

h ¼
Xn
i¼1

Y ihi ð15Þ

and the specific energy of the gas e is given by

e ¼ hþ 1
2
U2 � RT ð16Þ

where R is the specific gas constant for the gas mixture.
4. The numerical scheme

4.1. General description

The conservation equations are solved using a finite
volume time-marching method on a structured rectangu-
lar grid with variables stored at cell vertices, see Fig. 5. It
should be noted that the numerical solution method is
not currently time-accurate and time is used as a pseu-
do-variable simply to facilitate convergence to the stea-
dy-state solution. Variable grid spacings are used to
create a finer grid near the domain boundaries to cap-
ture boundary layer effects. This code is based on a code
originally developed for compressible turbomachinery
calculations by Denton [15].
In order to maintain numerical accuracy at low Mach

numbers (M < 0.01) it is necessary to non-dimensiona-
Fig. 5. Diagram showing a computational cell and the storage
of information.
lise the governing equations. A set of reference terms,
denoted by the subscript �ref�, are used to non-dimen-
sionalise all the terms in the governing equations as
follows:

x0 ¼ x
Lref

h0 ¼ h

U 2
ref

U0 ¼ U

U ref

R0 ¼ R
T ref
U 2
ref

q0 ¼ q
qref

C0
p ¼ Cp

T ref
U 2
ref

T 0 ¼ T
T ref

p0 ¼ p

qrefU
2
ref

t0 ¼ t U ref

Lref
l0 ¼ l

qrefU refLref

e0 ¼ e

U 2
ref

k0 ¼ kT ref
qrefU

3
refLref

ð17Þ

In Eq. (17) the reference terms represent the mean flow
field properties and the minimum domain dimension at
the inlet boundary and 0 represents a non-dimensiona-
lised variable. U 2

ref is used to non-dimensionalise the en-
ergy terms so the form of the equations remains
unchanged. All the equations in this paper are repre-
sented in dimensional form for clarity. The equations
are discretized using a control volume approach for each
computational grid cell to provide an estimate of the
time rate of change of each primary variable in the cen-
tre of each cell,

oqi

ot

� �
cell

¼ 1

V
�
Z
s

Y iqUþ gið Þ 	 ds
� �

ð18Þ

oqUx

ot

� �
cell

¼ 1

V
�
Z
sx

qU 2
x þ p � sxx

� �
dsx

�

�
Z
sy

qUyUx � sxy
� �

dsy

�
Z
sz

qUzUx � sxzð Þdsz
�

ð19Þ

oqe
ot

� �
cell

¼ 1

V
�
Z
s

qhU� krT þ
Xn
i¼1

gihi

 !
	 ds

" #

ð20Þ

where V is the volume of the grid cell, dsx is the compo-
nent of the cell surface vector ds in the x-direction and
similarly for dsy and dsz. The calculation of the fluxes
through the cell surfaces is straightforward because of
the cell-vertex storage scheme. All the first-order deriva-
tives calculated at internal cell vertices within the com-
putational domain are evaluated using central
differences. The first-order derivatives required at cell
vertices on the boundaries of the domain are calculated
using one-sided differences. The stability of the scheme
is improved by estimating the change in each primary
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variable over a given time step using a second-order
accurate method

Dqið Þcell ¼
oqi

ot

� �
cell

Dtð Þcell þ
1

2

o2qi

ot2

� �
cell

Dtð Þ2cell ð21Þ

Dqið Þncell ¼ Dtð Þncell
oqi

ot

� �n

cell

þ 1
2

oqi

ot

� �n

cell

� oqi

ot

� �n�1

cell

" #" #

ð22Þ

where the second-order time derivative is estimated
from the difference between the first-order time deriva-
tives stored at the current (n) and previous (n � 1) time
steps.
The allowable time step for each computational cell

Dtcell is estimated from the shortest time that informa-
tion can travel across each cell and a CFL number,

Dtcell ¼ CFL� dmin
Umax

Umax ¼
ffiffiffiffiffiffiffiffiffi
cRT

p ð23Þ

where for each computational grid cell, dmin is the min-
imum dimension and

ffiffiffiffiffiffiffiffiffi
cRT

p
is the speed of sound. The

pressure field at each time step is calculated from the
ideal gas equation

p ¼ qRT ð24Þ

where R is the specific gas constant and the density and
temperature are updated using Eqs. (18) and (20) respec-
tively. The convective flow field is found from the vector
qU which is updated at each time step from Eq. (19).
The calculation of the pressure field becomes unstable
if the time steps are calculated using CFL > 0.5. The
convergence time for a low Mach number flow can then
become very large because the allowable time steps are
far too small to allow rapid convergence of the convec-
tive flow field. However, there is very little pressure var-
iation in a low Mach number flow and it is therefore not
necessary to use a CFL number as large as 0.5 to obtain
a solution for pressure. If the pressure is updated using
CFL = 0.005 (1% of the maximum value), the stability
of the system is improved and it is possible to update
qU, qi and qe at constant pressure over much larger time
steps (CFL = 8).
This method of �preconditioning� the time derivatives

is used in conjunction with a multi-grid method to fur-
ther increase the rate of convergence. The multi-grid
method sums the flow property changes at each time
step on three separate computational grids. The three
grids vary in size from a grid that represents the entire
computational domain with one large cell to a grid
where each cell is represented individually. This results
in non-time-accurate marching toward a steady-state
solution but changes can be convected through the com-
putational domain at much higher speeds than using a
single fine grid.
The time-marching procedure begins with an initial
guess based on the boundary conditions given in Table
1. The solution procedure over one time step can be bro-
ken down into the following stages:

(1) Calculation of gas properties and changes in each
primary variable at every cell vertex:
• At every cell vertex the physical properties of
the gas mixture (p, T, l, k, Y, D) are calculated
from the primary variables.

• At every cell centre the changes in each primary
variable ((Dqi)cell, (Dqe)cell and (DqU)cell) are
calculated over a time step Dtcell (based on
CFL = 8) using Eqs. (18)–(22).

• The changes in the cell-vertex values of each
primary variable are calculated from a mean
of the changes stored at the surrounding cell
centres.
(2) Calculation of the pressure using CFL = 0.005:
• The stored values of qi and qe are updated using
CFL = 0.005 by adding a small fraction of the
cell-vertex changes calculated using CFL = 8
in step 1.

• New values of q, Yi and T are calculated and
hence a new value of pressure can be found at
every cell vertex.
(3) Calculation of new values of qi and qe using
CFL = 8:
• qi and qe are re-updated at every cell vertex by
adding the full value of the cell-vertex changes.

• New values of Yi and T are calculated.
• q is adjusted to ensure the new value of pressure
is identical to the value found in step (2).

• Final values of qi and qe are recalculated based
on the new values of Yi and T and the adjusted
value of q.
(4) Calculation of velocities:
• qU is updated at every cell vertex by adding the
full value of the cell-vertex changes.

• U is calculated using the adjusted value of q.

(5) The new values of the primary variables are then
smoothed using a second-order smoothing
algorithm. This is equivalent to adding a small
amount of artificial viscosity to the equations.

(6) The boundary conditions are applied.

This process is repeated over many time steps until
the converged steady-state solution is attained.
4.2. Physical properties

In step (1) the physical properties of the gaseous mix-
ture are evaluated. The temperature of the gas T is ob-
tained by solving Eqs. (14)–(16). The values of gas
viscosity, thermal conductivity and specific heat capacity
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are all functions of temperature and composition. For
each species, the variation of each property with temper-
ature is defined by a quadratic curve fit to tabulated data
[16]. A mole fraction average

l ¼
Xn
i¼1

X ili ð25Þ

is used to obtain an estimate of the viscosity and the
thermal conductivity at a given gas composition.
Although this method is not the most accurate available,
it is computationally cheaper than the methods of Rei-
chenberg and Wassiljewa [16] and was shown to give
acceptable accuracy over the range of interest. A mass
fraction average is used to predict the value of specific
heat capacity for a given gas composition.

4.3. Boundary conditions

At the solid walls, the prescribed boundary values are
used to overwrite the variables computed by the numer-
ical procedure. The fluxes normal to the solid walls are
set as in Table 1. The mass-averaged velocity is set in
conjunction with the diffusion velocity to give the correct
total flux of each species. A no-slip boundary condition
is applied to the tangential flow along the solid walls.
The calculation procedure at the inlet is designed to
ensure that the convective and diffusive fluxes are
conserved from outlet to inlet and that the flow at the
inlet has the correct mean values of p0,m, T0,m and Xi,m.
(a)

(b)

(c)

Fig. 6. Calculation of streamline patte
5. Results

The results presented below are calculated with the
conditions given in Section 2 which represent the typical
dimensions and operating conditions of an IP-SOFC.
Under these conditions it is expected that the flow field
is steady and laminar [7] which may not be the case
for other designs of fuel cell systems.

5.1. Code validation

Fig. 6 shows calculations of possible streamline pat-
terns for the steady two-dimensional laminar flow
through the computational domain for different sized
gaps Sx between the bundles. The flow encounters a sud-
den expansion followed by a sudden contraction and it is
expected that regions of recirculation will form between
the bundles. In Fig. 6a, Sx is larger than the reattach-
ment length xr of the region of recirculation that forms
behind the back face of the module. The flow therefore
sees the next module as a forward-facing step.
The flow over a backward-facing step is of great engi-

neering interest and has been much studied in the last
few decades [17–19]. Goldstein et al. [18] measured xr
for different values of Reynolds Number (ReM) and
for a range of step to channel height ratios, see Fig. 7.
A comparison is made with results obtained using the
present numerical method and the geometry described
in this paper. Goldstein et al. [18] used experimental
rns for three possible flow fields.



Fig. 7. Variation of horizontal separation length downstream
of a backward facing step. A comparison between the experi-
mental results of [18] and the numerical method developed in
this paper.

Fig. 8. Normalised velocity profiles for a two-dimensional
square lid-driven cavity flow. The velocity profiles perpendi-
cular to and located at both of the two centrelines are plotted.
The comparison is between the high-order numerical solution
of Nishida et al. [21] and the numerical method described in this
paper.

Fig. 9. Variation of Nu(x) and ShO2 ðxÞ along the length of a
module for a developing flow. A comparison is made between
the solution for Nu(x) of Heaton et al. [26] and the variation of
Nu(x) and ShO2 ðxÞ calculated using the method described in this
paper.
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apparatus with a large width to step height ratio in order
to observe and measure a two-dimensional flow field. A
small secondary flow initiated from the side walls of
their experimental apparatus which are not present in
the geometry considered in this study. Fig. 7 shows good
agreement between the numerical and the experimental
results despite the experimental observation of a second-
ary flow.
In Fig. 6b, the value of Sx is small enough that the

region of recirculation that forms behind the back face
of the module fills the horizontal gap. This situation is
similar to a lid-driven cavity flow where a recirculating
flow is driven by fluid shear on the top surface of the
cavity. The lid-driven cavity flow is a benchmark in com-
putational fluid dynamics and is often simulated in two
dimensions. The agreement between two-dimensional
simulations [20–22] and three-dimensional experiments
[23–25] is good. Fig. 8 shows the centre-line velocity pro-
files in a square lid-driven cavity flow at a Reynolds
number of 100 (based on the velocity at the lid and
the cavity height). A comparison is shown between the
high-order numerical method of Nishida et al. [21] and
the numerical method described in this paper.
In Fig. 6c, air flows between one pair of modules only,

which can be regarded as parallel plates. Heaton et al.
[26] solved the governing equations for simultaneously
developing velocity and temperature boundary layers be-
tween parallel plates subjected to a constant heat flux and
found good agreement with their experimental work. In
this study the local Nusselt number (Nu(x)) on the top
surface of a module (y = 0) is defined as

NuðxÞ ¼ hðxÞ2Sy

km

hðxÞ ¼ qwall
T wall � Tm

ð26Þ
where h(x) is the heat transfer coefficient. Fig. 9 shows
the variation of Nu(x) along a pair of heated plates, as
calculated by Heaton et al. [26]. The analogous mass
transfer dimensionless group, the local Sherwood num-
ber (Sh(x)), is defined as

ShiðxÞ ¼
kiðxÞ2Sy

qmDm

kiðxÞ ¼
gi;wall

Y i;wall � Y i;m

ð27Þ

where ki(x) is the mass transfer coefficient of species i.
For comparison, Fig. 9 shows the variation of ShO2ðxÞ
and Nu(x) calculated using the method and the heat



Fig. 11. The computational grid in the x–y plane (not to scale).
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and mass transfer boundary conditions described in this
paper. It can be seen that, for the small level of �wall suc-
tion� occurring in this study, the analogy between heat
and mass transfer can be made successfully. The entry
length is 15 mm for the thermal and diffusion boundary
layers and the hydrodynamic entry length (not shown) is
rather less at 10 mm.

5.2. Test cases

The test cases presented here are chosen to illustrate
the effect of varying the horizontal gap Sx between bun-
dles. The same boundary conditions, given in Section 2,
are used for each test case. Sx is varied from 5 mm to
25 mm in 10 mm intervals. A convergence study was
performed for the test case where Sx = 5 mm to confirm
that the code converges to a solution and to identify the
grid spatial resolution required. This test case was simu-
lated on four successively finer grids, the total number of
grid cells doubling from one test to the next. Fig. 10
shows the calculated variation of Nu(x) near the leading
edge of the module for the four grids and suggests that a
grid containing 18000 cells gives an accurate result.
Fig. 11 shows this computational grid and the number
of cells in the x and y-directions. No variation in flow
properties is expected in the z-direction and hence a
coarse grid comprising only 4 cells is used in that direc-
tion. There are high concentrations of grid cells around
the corners of the module to deal with the flow field sin-
gularities which occur at those locations. All the results
are plotted in an x–y plane located at z = Lz/2 as in
Fig. 4.
For each of the three test cases (Sx = 5, 10, 15 mm),

the simulation took about 80 min of CPU time to con-
verge on a 1.5 GHz Pentium 4 PC. The numerical solu-
Fig. 10. Variation of the calculated value of Nu(x) near the
leading edge of a module for four successively finer computa-
tional grids.
tions are obtained for ReS = 100 and ReM = 50 for all
the test cases and, as shown above, the entry lengths
of the air flow are of the order of 10 mm. Therefore,
the contour plots described below are focused on the
gap between bundles where the flow is undeveloped.
Fig. 12 shows the air flow streamlines for the three

different gap sizes. As Sx increases, the flow regime
Fig. 12. Streamline plots for increasing inter-bundle gap
spacing. The x and y axes are plotted on different scales.

Fig. 13. Contours of constant temperature T (K) for the same
conditions as in Fig. 12.



Fig. 15. Variation of Nu along the front face (x = Sx/2) and
back face (x = �Sx/2) of the module for different values of Sx.
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exhibits a transition from a flow similar to a driven
cavity flow to a backward/forward-facing step flow.
Fig. 13 shows contours of constant temperature for
the three test cases. As mentioned above, the gaps
between bundles Sx break up and flatten the profiles
of the boundary layers that form on the top surface of
each module. The flattening of the thermal bound-
ary layer profile is caused by recirculation and conduc-
tion in the flow between bundles and is more effective
with larger Sx. The thermal boundary layer develops
over a short distance from leading edge of the module
top surface and once fully-developed its shape is
unchanging over the rest of the module surface. In the
vicinity of the back face of the module the sudden
expansion of the flow into the gap between bundles
changes the shape of the thermal boundary layer profile
slightly.
Fig. 14 shows the calculated variation of Nu(x) on

the top face of the module in the regions near the front
and back faces and a comparison with the variation of
Nu(x) for a developing flow between parallel plates, as
shown in Fig. 9. Fig. 14 shows that the value of Nu(x)
at the front of a module rises with increasing Sx as the
temperature profile at x = Sx/2 moves closer to a flat
profile. However, this temperature profile is not totally
flat and hence Nu(x) is lower than the infinite value at
the leading edge of a developing flow between parallel
plates. The value of Nu(x) decreases as the thermal
boundary layer develops and it remains at a constant
value of 8.24 where the thermal boundary layer is
fully-developed. Nu(x) increases slightly in the region
near the back face of the module because of the sudden
expansion mentioned above.
Fig. 14. Variation of Nu(x) along the length of a module for the three
for a developing flow between parallel plates as shown in Fig. 9.
Fig. 13 shows that Sx does have an effect on the heat
transfer from the front and back faces of the module.
Fig. 15 shows the variation of Nu(x, y) on these faces.
Nu(x, y) is defined as

Nuðx; yÞ ¼ hðx; yÞ2Sx

kwall

hðx; yÞ ¼ qwall
T wall � T s

ð28Þ

where 2Sx is the hydraulic diameter of parallel plates
with a separation Sx and Ts is the free-stream tempera-
ture (which is defined as the temperature at x = 0 for
any given y coordinate). There is an improvement in
heat transfer with increasing Sx and toward the corners
of the module (y = 0). As expected, Nu(Sx/2, y) is higher
test cases. A comparison is made between the solution for Nu(x)
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than Nu(�Sx/2, y) due to the higher local air speed. The
overall temperature rise across a module is 30 K and is
independent of Sx.
Fig. 16 shows contours of constant oxygen mole frac-

tion XO2 for the three test cases. The distribution of XO2
is very similar to the distribution of temperature shown
in Fig. 13. Indeed, the analogy between heat and mass
transfer suggests that the two distributions should be al-
most identical. Fig. 17 shows the calculated variation of
ShO2ðxÞ along the top face of the module. The behaviour
of ShO2ðxÞ is much closer to the parallel plate model than
is the behaviour of Nu(x). The gap between bundles im-
proves the mass transfer more than the heat transfer at
the leading edge of the module. This difference is caused
Fig. 16. Contours of constant oxygen mole fraction XO2 for the
same conditions as in Fig. 12.

Fig. 17. Variation of ShO2 ðxÞ along the length of a module for the thre
for the developing flow between parallel plates.
by the non-adiabatic heat flux boundary conditions on
the front and back faces of the module, see Table 1,
which decrease the flattening effect that the gap between
bundles has on the thermal boundary layer profile. For
all test cases the total decrease in XO2 is 0.0042 which
is small enough to have a negligible effect on fuel cell
performance.
6. Conclusions

A numerical method for solving the steady laminar
low Mach number air flow within a three-dimensional
array of IP-SOFC modules has been described. This
method is straightforward to implement and has the
accuracy required to capture the two-dimensional flow
field over a complicated geometry containing singulari-
ties. The numerical scheme uses a simplified �precondi-
tioning� technique that can be applied to flows with
large variations in physical properties. The gap between
bundles causes a flattening of the boundary layer profiles
which has a positive effect on the heat and mass transfer
at the leading edge of each module. This improvement is
limited because at IP-SOFC operating conditions all the
boundary layers are fully-developed a short distance
from the leading edge of the module. The results show
how differing heat and mass flux boundary conditions
lead to a greater improvement in mass transfer on the
module surface. The overall change in oxygen mole frac-
tion is negligible and it is the cooling effect of the air flow
through the bundles that is of great importance in the
design of the IP-SOFC.
e test cases. A comparison is made with the solution for ShO2 ðxÞ
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